Editorial Team

Editor-in-Chief

1. Prof. nzw. dr hab. inz. Lech M. Grzesiak, Warsaw University of Technology, Poland

Managing Editors

1. Tole Sutikno, Universitas Ahmad Dahlan, Indonesia
2. Dr. Auzani Jidin, Universiti Teknikal Malaysia Melaka (UTeM), Malaysia

Editors

1. Prof. Dr. Faycal Djeffal, University of Batna, Batna, Algeria
2. Prof. Dr. Geetam Singh Tomar, University of Kent, United Kingdom
3. Prof. Dr. Govindaraj Thangavel, Muthayammal Engineering College, India
4. Prof. Dr. Kewen Zhao, Qiongzhou University, China
5. Prof. Dr. Sayed M. El-Rabae, Minufiya University, Egypt
6. Prof. Dr. Ir. Sim Kok Swee, Multimedia University, Malaysia
7. Prof. Dr. Tarek Bouktir, Ferhat Abbes University, Setif, Algeria
8. Assoc. Prof. Farrokh Attarzadeh, Ph.D., University of Houston, United States
9. Assoc. Prof. Dr. Jaime Lloret Mauri, Polytechnic University of Valencia, Spain
10. Assoc. Prof. Dr. Wudhichai Assawinchaichote, King Mongkut's University of Technology Thonburi, Thailand
11. Assoc. Prof. Dr. M L Dennis Wong, Swinburne University of Technology Sarawak Campus, Malaysia
12. Assoc. Prof. Dr. Mochammad Facta, Universitas Diponogoro (UNDIP), Indonesia
13. Dr. Vicente Garcia Diaz, University of Oviedo, Spain
14. Prof. Abdel Ghani Aissaoui, University of Bechar, Algeria, Algeria
15. Dr. Ahmad Saudi Samosir, Universitas Lampung (UNILA), Indonesia
16. Dr. Deris Stiawan, C|EH, C|HFI, Universitas Sriwijaya, Indonesia
17. Dr. Eng Khoirul Anwar, Japan Advanced Institute of Science and Technology, Japan
18. Dr. Junjie Lu, Broadcom Corp., United States
19. Dr. Mokhtar Beldjehem, University of Ottawa, Canada
20. Dr. Munawar A Riyadi, Universiti Teknologi Malaysia, Malaysia
21. Dr. Nidhal Bouaynaya, University of Arkansas at Little Rock, Arkansas, United States
22. Dr. Renjie Huang, Washington State University, United States
23. Dr. Ranjit Kumar Barai, Jadavpur University, India
24. Dr. Shadi A. Alboon, Yarmouk University, Jordan
25. Dr. Vijay H. Mankar, Government Polytechnic of Nagpur, India
26. Dr. Angela Amphawan, Universiti Utara Malaysia, Malaysia
27. Dr. Yin Liu, Symantec Core Research Lab, United States
28. Dr. Yudong Zhang, Columbia University, United States
29. Dr. Zheng Xu, IBM Corporation, United States

ISSN: 2088-8708
Abstracting and Indexing

- SCOPUS
- Google Scholar Profile
- Scholar Metrics
  - h5-index:3
  - h5-median:4

- DOAJ - Directory of Open Access Journals
- ProQuest
- EBSCO
- BASE (Bielefeld Academic Search Engine)
- Bibliothekssystem Universität Hamburg
- University Library of Regensburg
- SHERPA/RoMEO, University of Nottingham
- NewJour
- Science Central
- JournalTOCs (or click in here)
- University of Zurich
- Indonesian Publication Index (IPI)
- CORE (COnnecting REpositories) - Knowledge Media Institute (KMi)

Withdrawal of Manuscripts

Authors are not allowed to withdraw submitted manuscripts, because the withdrawals are waste of valuable resources that editors and referees spent a great deal of time processing submitted manuscript, money and works invested by the publisher.

If authors still request withdrawal of their manuscripts when the manuscripts are still in the peer-reviewing process, authors will be punished with paying $200 per manuscript, as withdrawal penalty to the publisher. However, it is unethical to withdraw a submitted manuscripts from one journal if accepted by another journal. The withdrawal of manuscripts after the manuscripts are accepted for publication, author will be punished by paying US$500 per manuscript. Withdrawal of manuscripts are only allowed after withdrawal penalty has been fully paid to the Publisher.

If author don't agree to pay the penalty, the authors and their affiliations will be blacklisted for publication in this journal. Even, their previously published articles will be removed from our online system.

ISSN: 2088-8708
# Table of Contents

**Multi-Agent Approach for facing challenges in Ultra-Large Scale systems**
Hamid Bagheri, Mohammad Ali Torkamani, Zhaleh Ghaffari 151-154

**Literature Survey of SAR Algorithm in Photovoltaic System**
Nithin T Abraham, K Vinoth Kumar, Vicky Jose, Dona Maria Mathew, S Suresh Kumar 155-161

**Modeling and Simulation of NFC Logical Layer Peer-to-Peer Mode using CPN and TA**
Saeed Ghasemi, Leili Mohammad Khanli, Mina Zolfi, Ghader Tahmasebpour 162-168

**Power System State Estimation with Weighted Linear Least Square**
Seyed Mehdi Mahaei, Mohammad Reza Navayi 169-178

**New Techniques for Disconnector Switching VFT Mitigation in GIS**
Abdelrahman Said Abdelrahman, Mousa Awad Allah Abd-Allah 179-192

**Reliability and Cost Model of P.M. in A Component of an Electrical Distribution System Considering Ageing Mechanism**
Saeed Afshar, M Fotuhi Firuzabad 193-199

**Utilization of Genetic Algorithm in Reactive Power Management by SVC**
Md. Imran Azim, Md. Fayzur Rahman 200-206

**Improvement of Voltage Profile through the Optimal Placement of FACTS Using L-Index Method**
K. Venkata Ramana Reddy, M. Padma Lalitha, PB Chennaiah 207-211

**Modeling of New Single-Phase High Voltage Power Supply for Industrial Microwave Generators for N=2 Magnetrons**
Ali Bouzit, Mohammed Chraygane, Naama El Ghazal, Mohammed Ferfra, M Bassoui 223-230

**Interpretation of Modified Electromagnetic Theory and Maxwell's Equations on the Basis of Charge Variation**
Asif Ali Laghari 231-236

**Field Monitoring of Treated Industrial Waste Water**
Vasudha Bhandari, Preeti Abrol 237-242

**Achieving Pull-in Avoiding Cycle Slip Using Second-order PLLs**
Abu Sayeed Ahsanul Huque 243-256

**Beamforming Techniques for Smart Antenna using Rectangular**
S.K. Bodhe, B.G. Hogade, Shailesh Dharma Nandgaonkar 257-264

**802.11s QoS Routing for Telemedicine Service**
Muhammad Haikal Satria, Jasmy bin Yunus 265-277

**Implementation of Dynamic Time Warping Method for the Vehicle Number**
License Recognition
Made Sudarma, Sri Ariyani 278-284

Metric suite to Evaluate Reusability of Software Product Line
Mohammad Ali Torkamani 285-294

Analysis of Multiple-Bit Shift-Left Operations on Complex Numbers in (−1+j)-Base Binary Format
Tariq Jamil, Usman Ali 295-302

This work is licensed under a Creative Commons Attribution 3.0 License.

ISSN: 2088-8708
Implementation of Dynamic Time Warping Method for the Vehicle Number License Recognition

Made Sudarma, Sri Ariyani
Department of Electrical Engineering,
Faculty of Engineering Udayana University, Bali, Indonesia

ABSTRACT
In the era of information technology vehicle numbers identification needs to be done by system automatically. Therefore, the accuracy of the data is well documented and work porses identification can be done quickly. Motor vehicle license recognition is a recognition system by comparing character feature in license plate with reference feature which exists in database. This system uses chain code method and template matching to extract character feature in license plate’s image. Feature extraction with chain code method will result in an array of direction codes which stored in dynamic array, which stored in dynamic array. In this application test feature will be matched with feature stored in database using dynamic time warping method (DTW) to obtain a distance value between test feature and reference feature, the smaller the distance obtained shows that both the features are more similar. The result of this system is the recognition of each character in license plate’s image. In this study, samples of license plate’s images are tested with the number of research objects. From the study feature extraction is obtained with template matching method provides better success rate compared to feature extraction with chain code method, where the success rate of feature extraction with template matching method is at 78% whereas feature extraction with chain code method is at 68%.
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1. INTRODUCTION
Digital image processing currently not only ranges between digital image editing by using existing filter effects, but also covering pattern recognition technique automatically such as the pattern recognition of face, fingerprint, hand writing and character pattern of printing result [1]. Generally pattern recognition is a science to classify or drawing something based on quantitative measurement of feature or main property of an object. The pattern itself is an entity which is defined and can be defined and named. The pattern can be a collection of measurement results or observation and can be stated in vector notation or matrix [5]. In this research will be discussed regarding motor vehicle license plate recognition on digital image, where the system is expected to be able to recognize letter and number character contained in motor vehicle license plate’s image. Recognizing motor vehicle license plate is indispensable in the security system of parking area, tracking a motor vehicle and identifying a motor vehicle [3]. Each vehicle has an identity in the form of motor vehicle license plate which is legally issued by the state. License plate is also called vehicle registration plate, or in United States is known as a license plate [4]. The shape constitutes a piece of metal or plastic mounted on motor vehicle as a formal identification put in the front or rear of a vehicle. The uniqueness of this license plate that making this plate widely used as an identity in various systems such as parking system, building security system, toll system and so on, but often there is a mistake in recognition
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1. INTRODUCTION
Digital image processing currently not only ranges between digital image editing by using existing filter effects, but also covering pattern recognition technique automatically such as the pattern recognition of face, fingerprint, hand writing and character pattern of printing result [1]. Generally pattern recognition is a science to classify or drawing something based on quantitative measurement of feature or main property of an object. The pattern itself is an entity which is defined and can be defined and named. The pattern can be a collection of measurement results or observation and can be stated in vector notation or matrix [5]. In this research will be discussed regarding motor vehicle license plate recognition on digital image, where the system is expected to be able to recognize letter and number character contained in motor vehicle license plate’s image. Recognizing motor vehicle license plate is indispensable in the security system of parking area, tracking a motor vehicle and identifying a motor vehicle [3]. Each vehicle has an identity in the form of motor vehicle license plate which is legally issued by the state. License plate is also called vehicle registration plate, or in United States is known as a license plate [4]. The shape constitutes a piece of metal or plastic mounted on motor vehicle as a formal identification put in the front or rear of a vehicle. The uniqueness of this license plate that making this plate widely used as an identity in various systems such as parking system, building security system, toll system and so on, but often there is a mistake in recognition.
since the current existing systems still mostly using manual system namely the recording of motor vehicle license plate conducted by the officer in order to identify the vehicle [2]. This method has a weakness that put in human. Human has a nature of quickly bored and tired so that easy to make mistakes, moreover typing process also requires a longer time.

License plate has serial number that is the arrangement of letters and numbers devoted to that vehicle. This number in Indonesia is called police number, and can be integrated with other information regarding that vehicle, such as color, brand, model, year of manufacture, vehicle identification number or VIN and of course the name and address of the owner [9]. All these data also listed in motor vehicle registration letter which is evidence letter that police number is specified for that vehicle.

2. RESEARCH METHOD AND DISCUSSION

The objectives expected from this research preparation to find out the stages in designing a motor vehicle license plate recognition system in a digital image, to find out the performance of motor vehicle license plate recognition system in a digital image. Furthermore, the research preparation is using several assumptions with an objective that the discussion can be more directed and to simplify and limiting the problems. The research is conducted by using motor vehicle license plate’s image which experiencing preprocessing so that appropriate motor vehicle license plate area’s image is obtained to be segmented. Segmentation process is conducted by way of tracking each pixel on the image to find out the width and height of the character so that producing good output to be further character recognition process is performed [6]. In this motor vehicle license plate recognition, the research material conducted is including three (3) things such as the stages in performing character segmentation, feature extraction process is using chain code method and template matching to obtain characteristic differentiator from each segmented character, and character recognition by matching each extraction result of character feature from previous stage by using reference database.

In the program algorithm section, will be discussed regarding the processes occurring in the system, where the processes having important relation with each other. As for the process used in this research, namely character segmentation process aims to perform separation between objects in order to get the desired object, feature extraction process from each character that being segmented by using chain code method and template matching which further used for character matching stage, and character matching process.

Image Preprocessing is raw data input transformation to assist computational ability and feature seeker and to reduce noise. In preprocessing, image (signal) that being captured by a censor will be normalized so that the image will be more prepared to be processed in the stage of feature separation [8]. The quality of feature that being produced in the feature separation process is so much dependent on preprocessing result.

To obtain a grayscale image the formula used is:

\[ I(x, y) = \alpha R + \beta G + \gamma B \]  

with \( I(x, y) \) is the grayscale level in a coordinate obtained by setting color composition of \( R \) (red), \( G \) (green), and \( B \) (blue) presented by parameter values of \( \alpha \), \( \beta \), and \( \gamma \). Generally the value of \( \alpha \), \( \beta \), and \( \gamma \) is 0.33. Other value also can be given for the three parameters provided that the total of overall values is 1.

Thresholding process will result in a binary image, the image having two values of grayscale level, black and white. Generally the threshold process of grayscale image to produce binary image is as follows:

\[ g(x, y) = \begin{cases} 
1 & \text{if } f(x, y) \geq T \\
0 & \text{if } f(x, y) < T 
\end{cases} \]  

with \( g(x, y) \) as binary image of grayscale image \( f(x, y) \), and \( T \) to state threshold value. \( T \) value has a very important role in threshold process. Result quality of binary image is so much dependent on \( T \) value used. There are two types of thresholding, global thresholding and locally adaptive thresholding. In global thresholding, all the pixels on the image are converted to become black or white with one threshold value of \( T \). Probably in global thresholding there will be a lot of information lost due to using only one value of \( T \) for overall pixels. To handle this problem it can use locally adaptive thresholding. In local thresholding, an image is divided into small blocks and then local thresholding is performed on each block with different \( T \) value.

Dot detection isolated from an image in principle occurred straightforwardly. We can say that a dot to be said isolated if:
\[ \vert R \vert \geq T \]  

where \( T \) is positive threshold and \( R \) is the value of equation:

\[ R = \sum_{i=1}^{n} W_i Z_i \]  

(4)

Thus, the isolated dot is a different dot (significantly) with the dots around it. Line detection of an image is performed by matching it with mask and shows a certain part which is differed in a straight line whether vertically, horizontally, or leaning 450 (either right or left). Mathematically can be formulated as follows:

\[ \vert R_i \vert > \vert R_j \vert \text{dimana } i \neq j \]  

(5)

The direction of image’s edge is varied. There is a straight and there is like a curve. There are various methods of edge detection that can be used to detect various types of edge. Each technique has its own advantage. One edge detection technique may be work well in one certain application but on the contrary it may not work optimally in other application. Edge detection is a process to find out obvious different intensity changes in an image’s section. An edge detection operator is a contiguous/neighborhood operation, namely an operation that modifies gray value of a dot based on gray values of dots around it (its neighborhood) each having its own weight. The weights’ values are depended on operation that will be performed, whereas the amount of neighborhood’s dots involved usually is 2x2, 3x3, 3x4, 7x7, and so on. Usually the operator used to detect the first edge is operator based on gradient (first derivation), namely robert operator, sobel operator, and prewitt operator. The second is operator based on second derivation, namely Laplacian operator and Laplacian Gaussian operator. Chain code is often used to describe or encode the contour of an object. The establishment of the chain code is starting with specifying the first pixel from an object. Based on the pixel object chain code is established by following the direction rule of chain code. Based on the chain code, the analysis to an object can be done by calculating the perimeter, area, and the form/shape factor.

The perimeter states the length of the frame produced. Perimeter is calculated with the formula as follows:

\[ P = \text{jumlah kode genap} + \sqrt{2}. \text{jumlah kode ganjil} \]  

(6)

For chain code of 077 076 453 012 334 201 stated above, the frame length is:

\[ P = 10 + 11\sqrt{2} = 25.56 \text{ unit} \]

The including of \( \sqrt{2} \) factor in determining of \( P \) in odd code, because odd code has diagonal direction. The calculation of area based on chain code can be stated as follows:

- Code 0: \( \text{Area} = \text{Area} + Y \)
- Code 1: \( \text{Area} = \text{Area} + (Y + 0.5) \)
- Code 2: \( \text{Area} = \text{Area} \)
- Code 3: \( \text{Area} = \text{Area} - (Y + 0.5) \)
- Code 4: \( \text{Area} = \text{Area} - Y \)
- Code 5: \( \text{Area} = \text{Area} - (Y - 0.5) \)
- Code 6: \( \text{Area} = \text{Area} \)
- Code 7: \( \text{Area} = \text{Area} + (Y - 0.5) \)

Shape factor is defined as follows:

\[ S = \frac{\text{Parameter}^2}{\text{Area}} \]  

(7)

Since \( S \) is a ratio between perimeter and area then \( S \) does not present a dimension quantity, so that \( S \) has invariant properties to the scale, rotation, and translation, which constitutes a very useful feature characteristic.

Template matching is a process to find an object in the whole objects inside an image. Template is compared with the whole objects and if the template is fit with an unknown object in the image then the object is marked as a template. The comparison between template and the whole objects in the image can be done by calculating the difference of the distance, as follows:

\[ D_{(m,n)} = \sum \sum \left[ f_{(j,k)} - T_{(j-m,k-n)} \right]^2 \]  

(8)
With \( f_{g(i)} \) stating the image where the object located which will be compared with template \( T_{g(k)} \), whereas \( D_{(m,n)} \) stating the distance between template and object on the image. In general the size of template is far smaller from image’s size. Ideally, template is to be said matching with object on the image if \( D_{(m,n)} = 0 \), however condition like this is difficult to be fulfilled let alone if template is a grayscale image. Therefore, the rule being used to state that a template is matching with object is:

\[
D_{(m,n)} = L_{D(m,n)}
\]

with \( L_{D(m,n)} \) is a threshold value.

Dynamic Time Warping (DTW) is a method to calculate the distance between two time series data. The advantage of DTW from other distance methods is its ability to calculate the distance between two data vectors with different length. The distance of DTW between two vectors is calculated from optimal warping path of both vectors. Of several techniques used to calculate DTW, the most reliable one is dynamic programming method. The distance of DTW can be calculated with formula as follows:

\[
D_{(i,j)} = \gamma_{(m,n)}
\]

\[
D(u,v) = d_{base}(u_i,v_j) + \min \left\{ \gamma(i - 1,j), \gamma(i - 1,j - 1), \gamma(i,j - 1) \right\}
\]

\[
\gamma(0,0) = 0, \gamma(0,\infty) = \infty, \gamma(0,0) = 0, \gamma(\infty,0) = \infty
\]

\[(i = 1,2,3 ... m; j = 1,2,3 ... n)\]

The value in the column of \((i, j)\) is seen as addition value of warping path from the column of \((1,1)\) until \((i, j)\). Column with the value of \( \gamma_{(i,j)} \) \((I < i < m, I < j < n)\) is called summed distance matrix. The following is the example of summed distance matrix.

### 3. RESULTS AND ANALYSIS

#### 3.1. System Testing

The testing of success rate from motor vehicle license plate recognition system is conducted by way of comparing the result obtained by the system (objective) with the result of our reasoning itself (subjective). Recognition system which is being made is tested with 50 images and 381 character objects. Where the outcome of recognition system is producing two outputs namely recognition outcome with chain code method and template matching method. System testing includes three things, namely segmentation, chain code feature recognition, and template matching feature recognition.

#### 3.2. Object Separation

This result test presented in Table 1 and Figure 1, is conducted to find out system success rate in analyzing object integrity in the image by dividing each object in the image into its own space. Object separation process will simplify recognition process, since this process is one of determinant factors in the success of this recognition system [10].

<table>
<thead>
<tr>
<th>No</th>
<th>Thresholding</th>
<th>Width Reference</th>
<th>Segmentation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95</td>
<td>5</td>
<td>57</td>
</tr>
<tr>
<td>2</td>
<td>95</td>
<td>10</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>95</td>
<td>15</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>127</td>
<td>5</td>
<td>66</td>
</tr>
<tr>
<td>5</td>
<td>127</td>
<td>10</td>
<td>93</td>
</tr>
<tr>
<td>6</td>
<td>127</td>
<td>15</td>
<td>94</td>
</tr>
<tr>
<td>7</td>
<td>159</td>
<td>5</td>
<td>66</td>
</tr>
<tr>
<td>8</td>
<td>159</td>
<td>10</td>
<td>85</td>
</tr>
<tr>
<td>9</td>
<td>159</td>
<td>15</td>
<td>86</td>
</tr>
</tbody>
</table>
The test is conducted with several test images and with image thresholding parameter values and different width references. The segmentation result of the system will be compared with objective reasoning. The success rate of the system in segmentation stage with the variation of thresholding values and different width references is shown in the following graphic from the data of test result.

![Figure 1. The graphics of segmentation test](image)

### 3.3. Chain Code Feature Recognition

Test result of this recognition system will be compared with the result of objective reasoning. Test result of chain code feature recognition system with DTW can be seen in the table below. The following is the graphics that present the success rate of the system in recognizing character with chain code feature, where matching process is using DTW. From the data in the graphic of test result shows in Figure 2, can be concluded that the recognition with chain code feature, where matching process is using DTW having success rate of 67% and recognition error 33%. The error in character recognition is due to several reference features having similarities with test features, so that several errors occurred in character recognition process. The failures also occurred in the stage of chain code feature extraction, system failure in feature extraction stage is at 1% and success rate at 99%.

![Figure 2. The graphics of recognizing chain code feature with DTW.](image)

### 3.4. Template Matching Feature Recognition

Test result of this recognition system will be compared with the result of objective reasoning. Test result of template matching feature recognition system with DTW can be seen in the table below. The following is the graphics of test result data that present the success rate of the system in recognizing character with template matching feature, where matching process is using dynamic time warping.
Figure 3. The graphics of system test matching feature with DTW.

From the Figure 3, concluded that the recognition with template matching feature of 78% and and 22% recognition error. The error in character recognition is due to several reference features having similarities with test features, so that several errors occurred in character recognition process.

3.5. Result Analysis

The result of this thresholding process will be crucial in success rate of the system in segmentation process, feature extraction and recognition. For character recognition with chain code feature, where matching process is using DTW has a success rate of 67% and recognition error of 33%. Character recognition with chain code feature is also experiencing the failure in feature extraction, where system failure for feature extraction process is 1%.

The failure in character recognition with chain code feature is due to 2 factors, first is the failure in feature extraction and second is an error in performing recognition. An error in character recognition is occurred because feature in test image has some similarities with more than one feature in reference database. Whereas the failure in feature extraction is due to the imperfect of object’s edge. For character recognition with template matching feature, where matching process is using DTW, has a success rate of 78% and error in recognition of 22%. An error in character recognition is occurred because feature in test image has some similarities with more than one feature in reference database [7].

4. CONCLUSION

The recognition system processes performed by binary process, segmentation, feature extraction with chain code method and template matching method, and feature matching process using dynamic time warping method. Accuracy level of chain code feature recognition is at 67%, and accuracy level of template matching feature recognition is at 78%. The result research means successfully conducting to motor vehicle license plate recognition.
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